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**Introduction:** The use of machine learning (ML) and artificial intelligence (AI) applications in medicine has attracted a great deal of attention in the medical literature [1-7]. Several issues arise from this body of literature. The most pertinent to this project is the lack of methods enabling uncertainty quantification (UQ), generalizability, and reproducibility of clinical machine learning. The current state of the art for evaluating the performance of clinical predictive models is to provide values that measure overall global performance [5 8 9]. However, these global properties do not provide any information about the confidence in individual predictions. It is noteworthy that the model prediction for different individuals will have very different intervals of confidence depending on the representation of similar individuals in the training set. This is particularly concerning when using predictive analytics for individuals of underserved populations that systematically are excluded from the training sets used in parametrizing predictive models [10 11]. A promising approach to provide uncertainty for each prediction is Conformal Prediction (CP) [12 13]. A recent paper [14] has shown the underutilization of CP in medical clinical applications and highlighted the potential of the method to quantitatively expand the use of AI tools to unrepresented populations.

***Aim****: This work will demonstrate to the use of CP for AI methods used to predict breast cancer risk.*

**Methods:** For the data sets and methods targeted in this project will be those review by Ming et al. [15] For the selected ML prediction methods, we will select three CP methods, which include Moridian Predictors, Inductive Confidence Machine, and Non-Conformity Measurements (8), to implement the CP for the models discussed above. With this, we will have multiple combinations of the ML classier-CP method that we will apply to the following outcome predictions (common in the AI literature in medicine):

This is the first time that a comprehensive program is being put together to explore systematically the potential impact of using CP for quantifying the **uncertainty of individual predictions** given for ML predictive clinical models. If successful, this demonstration project will provide a critical avenue to move forward the application of ML methods to medicine and addressing emerging health disparities when using AI in clinical practice.

Students interested in this practicum should contact Dr. Facelli ([julio.facelli@utah.edu](mailto:julio.facelli@utah.edu)). Programming experience in R or Python required.
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